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Abstract

This paper presemts Che results of the stady ol a sitaple bul effective
media access protocol for ngh data rate aetworks. The protocol is
based on the fact that at high data rates networks ean contain multiple
messages sitmullaneonsly over their span. and that i a ring, nodes neeid
to detect the presence of a message arriving from the innnediate up
steeam neighbor, When an tncoming signal is detected, the node st
either abort or truneate a miessage it s presently sending. "T'hus, the
protocol with local earrier sensing and ndtiple aceess is designated
CSMA/RN.

The performanee of CSMA/RN with T'Tattempt and troneate”™ is
studied in this paper using analytic and sinwmlation models. Three
performance factors, wail or access Lime, service time and response or
end-to-end travel time are presented. "The seevice Lie is basically a
function of the network rate; it changes by a factor of 1 belween no
foad and full load. Wil tune, which is zero Tor no load, remiaing siall
for loal factors up to T0% of full load. Respouse Lime, which adds
travel time while on the network to wait and service Lime, is mainly a
function of network length. especially for longer distance networks.
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Simulation results are shown for CSMA/RN where messapes are re-
moved at the destination. Destination retoval on an average increases
nielwork load capacity by a factor of 2,00 a | Ghps network can han-
e a2 Ghps load . A wide rge of Toeal and metropolitan area nel.-
work parameters inclnding variations in message size, network leigth
and uode count are stadied. In all cases performanee is excellent, and
message [ractuce usually remains less than a factor of 1. Throughpat,
even at overload conditions. remains high for the protocol. The nom-
inal network rate is | Ghps; however, performance remains good for
data rates as low as 200 Mbps. Finally, o sealing factor based upon
the ratio of message to network length demonsteates that e results
of this paper, and henee, the CSMA/RN protocol. are applicable to

wide area networks

1 Introduction

Networks mast provide intelligent aecess for nodes 1o slewe the compmmnien

tions resources. During the fast cight vears, more than sixty dilferent media
access protocols for networks operating in the range of 50 1o 3000 Mbps
have been reported [1]. At 100 Mbps and above, most local area [LAN] and
metropolitan arca networks [MAN] use optical inedia becanse of the signal
attenuation advantage and the higher data rate capability. Because of the
inability Lo construct low oss taps, fiber oplics systems are usually point.-
to-point. One of the most straight forward access protocols provides cach
node with a separate frequency by using wavelength division multiplexing,
(WDM) cither with passive or active star conplers [2)[3]. These systems
provide excellent capacity but limit the nwmber of nodes which can be sup-
ported since each node must have its own broadeast wavelength. In passive
star couplers, the division ol signal strength also limits the number of nodes.
"To overcome these limitations, multi-hop technigues can be used to increase
the nodes available but at the expense of slower sigual travel time due to
staging [].

In the range of 100 Mhps - 1Ghps, the demwand access elass of protocols
use some form of token, slot or reservation system. Protocol schemes like
FDDI [5] usc a token. which when reccived, permits the node to transmit
information. Waiting for the token to rotate can canse slow access especially
in longer and higher data rate rings. Local sensing of the presence of data or
an emply slot is used in slotted and reservation systems. In Expressuet [6],
a few bits in the preamble are available to be corrupted if a packet arrives
when another packet is being seut by the station. Expressnet however, has



separale transmit and receive sections on the bus and therefore, extends the
length of the network by a factor of 2 or 3. Other systems like Fastnet [6]
and DQDB [7] [S] (Tormerly QPPSXY) provide o pair of unidirectional bhusses
to link the nodes. Fastnet provides a train-like operation started at the
tmaster stations at Lthe end of the bus, while DQDB provides a empty /full slot
indicator. A slot reservation system is used in DQDB so that down stream
nodes have a chance al an empty slot. Recent studies indicate that DQD
have fairness diflicultios when servicing nodes at the ends of the bus under
high load conditions [9]. Slotted ring access protocols work similar to those
of dual bns systems but in a ring conliguration. Cambridge-like rings {10]
can operate with either master assigihment or and emply/full access control
mechanism. Finally, some systems have used o delay line [11] or a bufler,
like the register-insertion system [12]0 [13], for alleviating the corruption of
datz because of simultancons access.

Broadcast or shared channel communication systems, like Fthernet, use
information (earrier) sensing to alleviate the danmaging eflects of col lisions.
However, as handwidth inereases and the message size spans o smaller por-
tion of the global bus length, the network thronghput is veduced [ As the
frequency goes up and effective bandwidth increases, the round trip prop-
agation time as measured in terms of packet lengths increases and a larger
percentage of the packet or even a number of packets can exist simu{tane-
ously over the network span [15]. A resulting collision over the network
span wastes time causing lower throughput. Thus, global carrier sensing
even with collision detection loses elfectiveness. This, conpled with the fact
that optical broadcast svstems have a diffienlt time bailding effective low
loss taps, makes global sensing impractical for high speed networks.

As noted above. the amount of space ocenpied by a packet decreases as
network rate increases. For example, at 100 Mbps. a 2K bit packet occupies
a space of approximately 4 ki along the network ring; at 1 Ghps. this space
is reduced to A ki, Thus, a1 Ghps, 10 kKin network can potentially have 25
separate 2K bit packets simultancously in existence over its span. Ring and
dual bus systems realize this sharing of physical network space by having
inultiple trains or slots distributed along the network length. These blocks
can be treated independently and locally, if at any access poinl. :

1, the system can sense and operate on the existence of a data packet or
TTcarrier™ al thal poinl; and

2. packets, once on the net, are not corrupted by collision with incoming
packets during their passage through the node.



In a ring network, packets propagate nnidirectionally and svuechronously, 1f
cach node is able to sense the inlormation or T'learrier™ in it locality, ie..
in the concept of "T"Fsense and take action™, then the control actions that
ocenr locallv and jadependentdy can provide o eflvetive means for media
ACCOSS,

In this paper, we investigale the concept ol local seusing and control
as a means Lo access a ring network with out corrupting the incoming sig-
nal. The system is called Carrier Sensed Multiple Access - Ring Network,
CSMA/RN. The paper first deseribes how carrier sensing can be imple-
mented operationally and some of the possible features which can be used
to control the node/network operation. Next, we preseat an analytical model
based on queuing theory to describes the fundimental operational parame-
ters which influence CSMA/RN. We then briefly describe a simulator which
has been used to verify the analytical model and to study the network proto-
col capabilities. Finallv, we present resubts which demonstrate CSMA/RN's
ability to provide excellent operational features overa wide range of network
conditions and indicate the direction for future work.

2 Carrier Sensing and Control in Optical Ring
Networks

Local carrier sensing and collision avoidance using a delav line or buller
have been considered for a tree LAN optical network operating in the Ghps
range [11]. This network has transmitting and veceiving nodes at the leaves
and junction poiunts of the tree. Groups of nodes are clustered into collision
avoidance broadeast units. Fach unit has a sclector system to choose only
one packet from the group of nodes for further propagation. The packet
that wins the contention continues to propagate to the broadcast link or
to the next higher junction il the tree is multi-level. The key Lo sensing
selection is based on a delay line that gives the switeh advanced warning as
to the future arrival of packels and hence, a chance Lo exercise intelligence to
select a single incoming line and avoid a collision before the packets arrives.
This same form of advanced information detection is the key to a collision
avoidance and control schete for the ring network,

Il B N = B e e S I DS Sy Sem BaE B B IS BN B B



2.1 Basic Carrier Scnsed Multiple Access Ring Network-
(CSMA/RN) Operation
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Figure 12 CSNA/RN Logic Operation

Figure | illustrates the characteristies of a node in the carrier sensed ring
network. Uhe incoming signal is split into two streams, one through a delay
line or bulfer. A baffer is illustrated here instead of a delay line as nsed in
[L1], because it allows greater operational and control flexibility. Note that
the delay can be relatively shoet if high speed logic is used in the controller
system. For example, a 100 bit delay at | Ghps is approximately a 20 meter
piece of fiber and creates a 100 nanosccond delay. The node controller.
based upon information accumulated in the buffer. is required to make a
number of decisions. First, it must detect the presence of incoming data;
il its exists, the node must always propagate incoming information as the
outgoing signal to the next node on the ring because it would be impossible
to recreate the packet nnless sufficient storage is provided. If no incoming
packet exists, the node is free Lo place its own dataon the ring il its quene is
not empty. However, during the Lime this latter data is being Lransmitted.
il an incoming packet arrives, then the node, within the time limits dictated
by its buffer size. must discontinue its transmission and haundle the incoming



packet. Ience, packets ouce on the ring take precedence over the insertion
of new packets.,

Packets are tested at cach node to determine it the incoming packet is
destined for this node and should he copied to its ineoming, data buffer (nol
shown in Figure 1), b addition, in order 10 make room for new packets,
old packets must not be allowed to circulate continnonsly. At the very least.
alter one revolution of the ring. the source node should delete its packet.
Alternatively, the destination node can sense the arrival of information and
remove the packet as has heen done in some stotted and the register-insertion
rings(13}.

These controller functions will dictate the butler delay length and 1o
some extent the packet structure. There must be suflicient delay and logic
in the unit, Figure 1, to determine the address of the arviving packets prior
to the need to send it on to the next node. The logic is no more difficult
for cither sonrce or destination removal, but it does dictate Lo some extent
the information structure of the packet header; oo, the addresses should be
placed as near the front in the packet header straetnre as possible. Wilh
high speed GaS ogic. it seems reasonable that 100 bit delay buffers at cach
node would be reasonable as a hase line design !,

2.2 Additional Control Features in a CSMA/RN

Additional operational features can be huilt in to the bualler control system
to assist in network regulation and control. Fiest, il the minimum size
information packetis N bits fong. thew it is adwayvs possible to plice a messapge
on the system if the node’s buffer has N bits of enipty space and it does not
sense an incoming signal at the time it starts teansmitting,  Sccond, il a
node is sending a long message and an incoming signal oceurs, the node has
the option cither to abort the entire packel or to truncate and continue the
message Lter, Both these actions are interesting, from o network control
standpoint. lor:

1. abort - the operation is similar to T Tattempt and defer™ mechanisms
used in many demand access protocols [1]. [6], [10], [15], [16]. However.
in the case of CSMA /RN, a considerable portion of the message may
already have been transmitted and the resonree would be wasted as it
travels the ring [15]. Hence, the node shonld place an abort byte at

'n addition, there is another delay caused by the transmitter triggering. Using electro-
optical computer components, this delay should only be a few bits.
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the end of the packel. To recover the resonrees, a node receiving the
packet could detect the abort signal and eliminate part or all of the
packet by removing that paet sUll i its ballers Hoa part of the message
had alrcady been transmitted, the node can place an abort byte at the
new cnd point. This would allow subscquent nodes to remove further
portions of the packet until it was completely eliminated from the
system. Ilence.the network can recover at least some of the capacity
otherwise wasted by aborted packets.

2. truncate - the operation wonld canse message bhreakup similar to most
slotted systems except that slots here are variable length. The node
would continue the message in the next free bloek, The node could
place a nnigue identifier at the end of the packet, so that the receiving
node would be alerted to look for subsequent, correlated packets in or-
der to accumulate the total message. This latter mode is the condition

studied in this paper.

Packetl removal provides interesting opportunities for cuhancing network
operation [10]. [13]. When a node has packets quened for transwission, the
detection of an incoming packet destined for that node is an excellent time
to starl transmitting a quened packet. Implemented at the destination the
scheme allows two podes 1o conmumicate, thas establishing a fixed band-
width, full duples civenit. More tmportant, however, is thal destination
removal can increases the ellective network capacity by o lactor of 2 or bet .
ter depending on the message origin amd destination patterns [U3] In the
interest of fairness. this logic may not he desirable especially when done at
the source node, since under hieavy loads, onee a node captured a slot, it
would tend to keep it and not give other nodes fair access. Additional logic
schemes would allow nodes to cooperate in the use and control of [ree blocks
on the ring [10].

For synchronous or isochronous traflic on the network, a circulating
frame system is used in order to gnarantee a node suflicient bandwidth
to handle its data [10]. [17]. Tn CSMA/RN. this can be accomplished by a
node attaining sullicient data blocks with source removal. Upon receiving
the return block, the node wonld replace it with the newly generated infor-
mation. Thus, a node, over a time period, conld accumulate sullicient data
blocks to provide both the timing and the bandwidth to handle its required
periodic traflic load. As noted above, some restrictions, sunch as a master
controller assignment for blocks {10], [17] could be used so that node do not



accumulate ashiare ol U'l'ocked-n frvmes™ sutlicieunt 1o make the remainder

of the ring’s operation nnaceeptable,

3 Comparison to Other Ring Access Protocol Sys-
tems

CSMA/RN has features which make it very similar to slotted ring [10).
[14] and register-insertion protocols [12], [13]. (18], With regard to slotted
rings, it can be considered to be o ring with a slot size of one bit, although
slots this small are unusable by CSMA/RN auwd are passed o as empty.
However, <inee its <lot sive i variable, CSMAZRYN can take sadvantage of
sending large messages without arbitrarily having 1o hreak them into smaller
blocks. Conversely. it can send small messages without wasting part ol a
large slot. However, in fixed size slotted rings, the nnmber of blocks needed
for a message is known bhut can nol be determined aprior i CSMAJRN.
Finallvo it does aot necd 1o wait for the Tiead of an cmpiy slob, potentially
giving hetter access, Herel CSMA/RN acts more like o random assignment
ot contention protocol than o demand assignient svstem [T Hence, it
slhiould be more efficient aund adaptable toa wider range of network conditions
than slotted systems,

With its buffer and controller system. CSMA/RN conld be modeled to
behave identically to the register-insertion (RE) system studied primarily at
Ohio State University {12], [13]. [18]. Fivst, the idea of message removal al
the destination is adapled from the RI system as it provides a factor of 2
improvement in throughput. The RI system gives non-precmptive priority
to the locally generated message with the incoming wessage delayed. Con-
versely, in CSMA/RN, the buffer is strictly a delay line. in order to enable
truncation or aborting of the ontgoing message and Lo enable detection of in-
coming messages destined for the node. Thus, packets experience predicable
delays when traversing the ring, i.c.. message travel Lime is a lixed, predica-
ble quantity. In doing so. CSMA/RN suffers from the fact that packet sizes
on the ring may vary and that unpredictable wessage fracturing can occur.
For low data rate ‘nctworks. where registers are necessary for RI to oper-
ate at all, message fracturing is a signilicant problew. At high data rates,
where the ring can contain many messages simultancously and large blocks
of empty space wmay be available, reasonable message fracturing shonld not
severely hamper ring operations.

A hybrid media access protocol which senses a carrier is presented in



reference [L5]. This system operates in bwo modes, multiple train mode
which is very similar to CSMNA/RN bhot wheee T Tattempt and abort™ with
out recovery is used. AL high loads, throughput is greatly reduced becanse
of collision. so the network transfers Lo a single train mode of operation to
avoid collisions,

In adl cases, CSMA/RN dillers i that it ases the concept of T"Fattenipt
and truncate” instead of ‘["Tattempt & defer™ nsed in demand aceess proto-
cols or TTattempt and abort™ used in the hybrid ring.

4 Access Analysis

A study was conducted to build an analytical model for CSMA/RN op-
cration. The analysis counsiders only the basic CSMA/RN system without
the additional control or abort features. In doing so, a number of analysis
configurations were examined including those which were nsed to model the
register-insertion ring [12]. [18]. [19] and others

based upon priority and preemptlive quening models [20). After exam-
ining these. it was fonund that a relatively simple quening theory model can
provide acceptable results.

Only a single node need be modeled since logic operations at cach node
are independent. The message trallic is represented by a Poisson arrival
process based on the network load. The analysis evaluates the capability of
the node to insert its fixed length message into the ring data stream, The
inscertion of the total message is defined as the service time for the node.
The service time includes the condition where a message may be delayed
several times for packets on the ring arriving at the node. Thus, the task
is to define a model for calculating service time versus message load based
upon the expected arrival of emply packets and Lo determine what effect
the fracturing of packets will have on the serviee time.

To simplify the analysis. the ring is assumed to be large enongh so that
an TTinfinite” number of packets the size of Lthe message can be place upon
the ring. The probability of an available packet arriving at the node is:

Pr(z = available) = p= (L =lf(n = 1)/n+1f(n - 1)/n?) (1)
where If= loadfactor; > n= numberofnodes: and

where an available packet is describe as one which is cither empty or one
whose destination is the node under consideration.



Considering each packer condition to be statistically independent, the
probability that the kth packet is the first one available is:

Fr(le) = (1 - /1]A l// (2)

As load increases the cinptv space on the ring tends to fractare. This can
further increase the service time, since now more than a single packet is
needed to service the message. Packet fracturing is modefed by assuming a
statistical distribution ol packet size. [t is based upon observations made
during the simulation runs {to be discussed in greater detail later) that a
portion of the packets have sizes which are uniformly distributed up to the
message lengtle and that the remainder have sizes equal to or greater than
the message length. Thaos. the probability density of packet size is model as:

by by ds,, ) for s s, .
[ 0 } (1)

ns =
I( ) l (or ~ S
where > s = packel size, and

> 8, = message size, and

> &8s the dirac delta funcrion.

S

The values of ky and b, ave interrelated, by |5 pls)ds = 1 so that: &, =

( l - kru )/‘sm-

Iwas observed in the sinmdator snns that b, varied as load changed:
al Jow loads, b, — [ at high loads, &, — 0. A simple lincar equations

representing these conditions is:
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The service Lime is:

.'\':.S‘,,[/',‘{Ik}/l'..{ﬁ}('l) (1)

where S,y = no load service time., > {1} = expected arrival time for an cmpty packet, an
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The value for {5} in equation (1) was calenlated both with {5} based
on equation (3) and with £{S) = T and compared to simulator runs. Fignre
2 shows the comparison for the condition {51 = 1 which provided superior

results.
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Figure 2 demonstrates that service time can be simply and aceurately
estimated Tor CSMA/RN by aomodel whicl takes into acconnt no doad ser-
vice time and the expected aerivid e for cmpty packets. While packel
fracturing may be a factor o seeviee time, i is ellectively compensated for
by the fact that as packets feacture and become smaller they tend Lo arrive
at the node more rapidly. Henceo tna ring where the wessage size is small
in comparison to ring size. node performance can e modeled by expected
available packet arrival.

Based on the service Lime analysis, the expected wait time for a message
is calculated using the Pollaczek-Kintehine formula [20):

Ew) = AE{ST) 200 - ) (5)

where p = AE{S}. The calenlated values for E{S}and F{5?) were taken

from equation (1) and by calculating F{/£} from the distribntion given in

Equation (2). respectively. The comparison hetween calenlated and sion
lated resulls is shown in Fignre 3.

fu Fignree 3. we have plotted the caleulated valne of wait time only np
Lo 0.95 load [raction since the value goes unstable for load fractions that
approach p = 1.0. For these conditions. the caleulated resnlts acenrately
represent those obtained from the sinndations runs. Heneeo we can with
conlidence model CSMA/RN as an available packet arrival quening svstem
(or those conditions where packet fength is small in comparison to ving
length,

The response time is delined as the time from message arrival al the
source antil the time the message reaches the destination. Hence. the ex-

pected respouse Lime is given by
E{R} = E{w) + B{SY+ E{TY = F{w) + E{S}) + 1[2 (6)

where 7' = travel time of the message on the ring. and
L = travel time to complete one evcle of Lhe ring.

E{T'} = L/2 assumes uniform selection ol destinations amongst the
nodes. Simulation results presented later will illustrate that equation (6)
accurately models the response time, especially for large size rings and low
to medium loads, where the response time is primarily the travel time for o

message.
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Figure «4: ustration of Network Operational Conditions

In order to determine the capability of CSNMA/RN as aw access protocol.
a discrete event simulation model was built. This model is designed to enable
the rapid determination and handling of the events that can occur al each
node based upon the travel of empty and (ull packets of data around the ring
as time progresses. The events are those which can occur at a node by the
arrival of a message, by the condition that an cmpty packel is passing the
node when a message arrives, by the arrival of an empty packet at a node
which has a quencd up message, by the arrival of a packet destined for a
node and by interrupling a node which is transmitting. The set of conditions
which create events on the ring is illustrated in Figure 4. 1t is interesting
to note that, althongh the logic conditions at cach node are simple, the
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logic conditions for the ving become quite complex when it contains a large
number of nodes and the decisions at o node eventually influenee other nodes
on the ring,.

In the simulation, the ring is modelod as a inked list of packets: each
packet containing information on its length. its location conditions, ele.
Thus, the condition of cach bit of the ring based wpon the network bit rate,
length and propagation speed are embodied in the ring data. Events arce
formulated by examining the condition of cach node, as noted in Figure .
to determine the time that the node should transmit based upon its ready
condition and the condition of packets approaching its location. Once a
packet is placed by the node. its travel time is known so that the event
related to its arrival can be calenlated at placement time. A Lime ordered
list. of events is maintained. Time increments are related to bit size: for
cach new event, all packet locations on the ring list is incremented and the
new event processed to change ring state. Nodes are modeled as fixed data
structures and maintain the information as to their present status and their
past message handling cvents.

In conducting simulation raus, questions arose as Lo how long the sim.
alation runs should be in order that conditions on the ring had stabilized
Lo steady state conditions and that sufficient time elapsed so that statistical
data collected was reasonably accurate. A series of tests were conducted to
assess the conflidence which conld be placed on the data collected during o
simulation run.

Figure 5 illusteates the type of runs made to study simulator confidence.
Data were collected for intervals during a run and compared as to their
variability and to the mean of all data collected for the run. In Figure 5,
we have plotted wait time, the most sensitive of the variables, taken at the
end 10 intervals, and the cumulative average taken of the active.period of
the run. Load fractions of 1.0 and 1.5 were used sinee al the higher loads,
{tuctuations tend to be greater. First, it was found that the ring tended
to reach steady state values rather quickly, but that it results still varied

considerably between interval. [t was found that in order Lo obtain data

with a reasonable confidence in the mean accuracy, the ring had to cycle
a number of times, where a cyvele is the time for informakion to completely
traverse the ring. In general. about 1000 - 5000 cycles was found to be
suflicient clasped time.
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Sl at the 1.5 Joad condition, results mav vary considerably because of

thie sensitivity of wail Lime 1o load and service time variations.
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6 Protocol Performance and Operational Features

The simulation system was used Lo study and document the access perfor-
wance of the CSMA/RN system. The basic performance measures which
were obtained from the runs are wait, service and response time as defined
in Section 1.0, In addition, message fracture was obtained in order to esti-
mate the conditions wnder which fragmentation of the ring could be found
to occur. In addition, the ability Lo handle overloads without degradation
in throughput, is critical for network performance. Specilic runs were made
to study throughput at high foads. Finally, runs were made to determine
conditions under which the results can be scaled to related but unstudied
couditions.
General conditions for all simulator runs incinde:

1. packets were removed at the destination and the emply space used by
the node Lo send quened messages,



2. additional header hirs required hecause of packet fracture were nof

added Lo the message.

3. nodes are aniformly spaced aronnd e rng,

4. alb message arrivals are uniformly distributed among the nodes, .

5. all message destination addresses are uniformly distribute among the
nodes other than the source node. aud

G all messages are fixed length,

The analysis vesults, Pignres 2 and 3, indicate that wnder nominal conditions
CSMA/RN can provide excellent performance as an access protocol. First.
access or wail time approaches zero at no load and remains relatively flat
until the load approachies 70% of the network load. As load icreases, wail
time, which is dependent upon service time. becomes unstable as r— 1l
Service time is close to the minimal, wo load serviee Lme throughouat most
of the doad range; it renrins within a Gictor of 2 for Toad Jevels up to 60Y
network foad and with a factor of 4 for loads wp 10 95%. Finally, since travel
time for a message on the ring is fixed by the media propagation speed, the
total response time is dependent wpon ving tength in MAN and larger LAN
networks. In any case, the CSMA/RN access protocol does not slow the
teavel time, so thal a essage, once on Lhe network will move as quickly as
possible 10 Lthe destination.

The simulation studies were done to detetmine its performance wnder a
range of system parameters. Three conditions are of major interest: message
length, ring length and the number of nodes in the system, Three sels of
runs were made Lo examine the effects of these variations.

Figures 6a - 6d present data for a [ Ghps, 10k, 10 node ring for message
lengths ranging from 2K 16 20K bits. As noted previously. one of the best
performance features of the CSMA/RN is immedia Lely apparent in this and
all subscequent fignres - -the 1Ghps network is capable of bandling up to 2
Gbps without saturating. because, on an average, messages travel only half
way around the ring. Thus, load performance for CSMA/RN and other
destination removal networks systems like regisier-insertion {13] is at least
double the basic net speed bandwidth. We see from Figures 6 that average
performance characteristics for CSMA/RN are not detrimentally altered by
message length, First, mean wait time is very consistent with that predicled
by the analysis.
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As in the analysis, no load service time is a function ol packet length
but the shape of cach curve is similar to that predicted by the analysis
resulls.  Mean response time is preater for the farger packets, primarily
because service time is greater. Finally average message fracture ratio does
not change significantly as packel length increases, indicating thal message
fracturing does not materially increase, at least when all messages are of the
same size and nodes are uniformly distributed around the ring,.

A similar set of curves is plotted in Figures 7a - 7d to show the effect of
ring lengths. [ere, rings lengths range from 2 ki to 1000 k. In all cases,
ring length alfects mean wait time only after the load has reached 80%.
After this point, wail time does not seem Lo have a consistent variation with
ring length. The differcuces are probably due 1o the variances in random
load geuneration and the scusitivity of wail time to service Litie in this region
which can canse the system to become unstable. The average service time
shows little difference for the wide range of ring leugths. In general length
should not have much clfect as the service time is mainly dependent on
the existence of arriving available packels. Response time shows significant
dependence upon ring length, mainly due to the travel time necessary from
source to destination. Iu the case of the longer length rings, this factor
dominates. so service and wait time become insiguificant. It is only at the
lower lengths, 2 ki and 10 kui, that other ring factors make any diflerence.
Finally, packet fracturing is not affected by ring length in any significant
fashion. illustrating, at least, for the unilorm ring loads and node locations
that the CSMA/RN protacal provides excellent operatious over a range of
conditions.

Figures Ra - Rd show the simulation results when node count is varied
from 10 to 200 uodes for a 50 km ring: node spacing range from 0.25 km
to 5 k. Message length for these runs is set at 2 Kbits. For the ranges
considerced. the operation of CSMA/RN is very good. Mean wait and re-
sponse times correspond 1o the previons runs and to the analytical resalis.
At a large node count and high load factor both service time and essage
fracture show a definite increase. Under these conditions, the CSMA/RN
protocol would have it worst operational problems as the packets on the
ring would have the greatest tendency to fracture and subsequently increase
service time.
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A sel of simulator runs were made to document the perlormance for net.-
work data rates ranging from 2.0 x 104X to 1.0 x 10 +9. Network conditions
are 10 nodes, 10 ki and 2 Khit messapes. Fignres 9a and 9h show sealed
wait and service times, respeetively. The sealing has been used Lo remove
the eflect of bit rate to dewmonstrate Lhat the operationad characteristics of
the CSMA/RN system are independent of bit rate over the range ol high
data rate networks. Fignre 9¢ shows response time as nnscaled to illustrate
the advantage available in CSMA/RN as bit rate increases. At low foad
(ractiouns, inost of the response time is cansed by network travel time which
is independent of bit rate: the secondary factor being service Lime to get the
message on the network. At high load {ractions, delay due to wait time tend
to predominate, so the higher bit rate for CSMA/RN provides a definite
improvement. However. the network performance is very adequate for all
conditions considered. )

The ability of an access protocol to maintain good throughput under
saturated conditions is critical. Ruus, shown in Figure 10, were made to
examine throughput for loads between 1.5 and 2.5 load fraction. We see
that bits delivered is maintained up Lo the ring saturation linit aud remains
approximately at the maximum condition as input load is increased further.

The simulation results. Figures 2 - 10, demonstrate very acceptable per-
formance; a high data rate network using CSMA /RN access protocol oper-
ates effectively over a wide range of LAN and MAN conditions.

In developing the simulation. the question arose as Lo whether it was
necessary Lo model the ring at the bit level, e 1o be able to acconnt for
the condition of every bit in the network. or whether larger blocks, at least
for modelling performance studies, could be cousidered inseparable. This
lead to the postulation that onc can scale the simulation results by treating
cach bit as a block in an TTup-sized™ ring. Thus, a bit in a 10 ki, 10
node ring with 2 Kbits messages would scale to represent 10 bits in 100 km.
10node ring with 20 Kbit messages. Scaling is cquivalent to the network
parameter, a , the round trip propagation time measured in message units.
The question is whether the statistical perforinance of the ring would be
aflected by the separation of the block into bits, where in the scaled model,
a block would be inseparable. [t would seein unlikely that block size effects
this small would have any appreciable influence on nowinal ring operations.

To verify the scaling capability of CSMA/RN, a series of 4 runs were
made. The 10 node, 10 kin, 2 Kbit rings was compared to a 100 kn, 20
Kbit; a 1000 km, 200 Kbit; and a 10000 kin, 2 Mbit rings. Three performance
factors were cousidered, the normalized service time, the message [racture
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ratio and a histogram of cmupty packet leugths available to nodes when
they place a message on the ring. The histogram counts emply block in 11
‘inlervals related to message size. Of these the histogram is considered the
best mcasure of whether bits can be used to represent blocks. Il nodes see
emply blocks in the ratio equivalent to the scaled bit size then the scaling
factor is a very acceptable mcans to extrapolate CSMA/RN performance.
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Fignre {Ta presents message fracture ratios for the 1 raus, above, Tor load
fractions from 15% - 2009 Figure LI preseuts the normalized service time
based upon message leugth. Both figures illust rate that sealed conditions are
nearly identical. Table 1 presents data based npon the histograms for empty
packets. The histogram gronps empty packets into the 11 intervals related
to message size; i.c., the cmipty biocks are separated into cqnal size groups:
the first group is packets which are <10% of message size; the second group.
packets between 10% - 20% of message size, cte.: the last group, packets
>100% of wmessage size. The resnlts are presented as the percentage of
packets in a group to the total number of cmpty packets arriving at the
nodes.

The four sets of data in Table Uare the fonr run conditions stated above.
Il we compare identical entries for the four conditions, we see vory little
difference at the higher load fractious and no difference at lower loads. Thus.
for cach condition the ring seales nearly identical. i.o.. o bit in the lowes!
size ring is cquivalent to a block of 1000 bits in the largest ring. As a result
we are very coulident CSMA/RM resnlis can be effectively sealed from the
bit to the block level over a wide range of conditions.

Note that the scaling studies for CSMA/RN modelled a wide area nct-
work (WAN) with a gigabit rate and wmegabit message transfers. Perfor-
mance of this uctwork is excellent; it handles up to 2 gigabits/sec of data.
Access and service times are excellent and siuce travel time is based nupon
the speed of light in the medivim, the response time is striclly a function of
separation distance between conmunicating nodes. In fact, it appears Lthat
CSMA/RN operational features provide a asynchronous data WAN which
is as good as can be expected and should be a suitable access protocol for a
National Rescarch and Education Network [21).

7 Conclusions

CSMA/RN operates under conditious where a ring can contain a number of
messages simultancously. It is based npon TTattempt and truncate” for a
node transmitting if an incoming carrier is detected on the ring. In this re-
spect it difTers from olher access protocols which defer or abort transmission
when a collision can occur. The results demonstrate that CSMA/RN is a
viable protocol for a wide range of ring paramcters and conditions. Service
and wait times are excellent for a large range of load conditions and a simple
analytical model is available to estimate operations. Message {racture does

24



not appear to be a serious a problem for rings which can contain an fairly
farge number of wessages, el where a2 10 Throughpat remains high
wnder overload counditions A sealing parameter exists based upon a which
allows the estimation ol ring performance for WANs.  Here, CSMA/RN
performance is excellent aceess and snitable for o future national network
system.

To date, CSMA/RN studies have beeu limited to simple asynchronons
data operational conditions. Additional study is required to document its
performance for messages with variable lengths, for non-uniform load con-
ditions, for conditious where ring domination by a few nodes can occur, and
for large node connt couditions where message fracture is most likely. Proto-
col procedures must be developed and studies must be done for CSMA/RN
to eflfectively handle integrated Lrallie, i.e., synchropous trallic consisting ol
voice and video data tn conjunction with asvuchronous messages.

References

(1] Skov, M.: T'TImplementation of Physical and Media Aceess Protocols
for Iligh Speed Networks,” TEEE Comm. Magazine: June 19395 pp 45-
53. )

(2] UHenry, P S.: UUHigh Capacity Lightwave Local Area Networks,” [EEL
Comm. Magazine; Oct 89; pp 20-26.

[3] Wagner, S. S.; Kobrinski. 1 T'TWDM Applications in Broadband
Telecommunications Networks,” TELL Comm. Magazine; March 89;
pp 22-30.

[4] Karol, M. J.: TU'Optical Interconnection Using Shulfle Net Multi-
hop Networks in Multi-Conncet Ring Topologies.™ ACM 0-839791-279-
9/8/008/0025.

(5] Dykeman, D.; Bux, W: 'U'FAnalysis and Tuning of the FDDI Media
Access Coutrol Protocol,” Jonr. on Selected Areas in Commnnication ;
Vol 6, No 6; July 1988; pp 997-1010.

[6] Tobaji, F.A.; Fine, M.: 'I"['Performance of Unidirectional Broadcast
Local Area Networks: Expressnet and Fastoet,” IEELE Jour. on Selected
Areas in Communication; Vol SAC-1; No H; Nov 1983: pp 913-925.

25

—



[7] Newman, R.M.; Budrikis. Z.L.; Hullett; J.L: UPhe QPSX Maa,”
[EEE Communications Magazine; Vol 26, No -1; April 1988; pp 20-28%,

(8] IEEE Computer Socicty; Draft of Proposed [EEE Standard 202.6 Dis-
tributed Queue Dual Bus Metropolitan Area Network (MANY); Dralt
D.O.; June [988

(9] Maly, K; Zhang, L.: Game, D.: I"I'Fairness Problems in Iigh-Speed
Networks,” Old Dowminion University, Computer Science Dept. TR- 90-
15; Mar. 1990.

(10} Zafirovic-Vukotic, M; Niemegeers, L.G.; Valk, D.S.: ‘I'TPerformance
Analysis of Slotted Ring Protocols in HSLAN's,” Jour. on Selected
Areas in Communications: Vol G; No 6 July 198%; pp 1011-1023.

[t1] Suda T., et. al.: TTTree LANs with Collision Avoidance: Protocol.
Switch Architecture and Simulated Performance™; ACN 0-80791-279-
9/33/008/0155

(12] Lin, MT: 'I°UDistributed Loop Computer Networks.”™ in Advances in
Computers Vol 17; Yovits, M.C.(cditor); Academic Press; NY; 1978;
pp 163-221.

(18] Hilal, Wo Lin, MUT: T'PAnalysis and Simulation of the Register-
Insertion Protocol,” Proc. of Computer Networking Symposium; Dec.
10, 1982; pp 91-100.

[11] Bux, W.: TTLocal Arca Subnetworks: A Performance Comparison,”
IEEE Traunsactions on Communications; Vol. Com-29; No. 10; Oct.
1981; pp. 1465-1473.

(15] Bhargava, A; Kurose, J.F.; Towsley,D: T'UA Hybrid Media Access Pro-
tocol for High-Speed Ring Networks,” IEEE Jour. ou Selected Areas in
Communications; Vol. 6; No.G; July 1988; pp 924-933.

[16] Chlamtac, I; Ganz,A.: TTA Multibus Train Communication (AM-
TRAC) Architecture for lligh-Speed Fiber Optic Networks,” IEEE
Jour. on Selected Areas in Coimmunications; Vol. 6: No.G; July 1988;

pp 903-912.

[17] Casey, L: T'I'Channel Allocation in FDDI 11, Presented to FDDI T
Ad Iloc Working Party, Denver; April 1986.

26




) .

(18] Liu, M.T.; Hilal, W.; Groomes, B.1l.: 1I"I'Performance Evaluation of
Channel Access Protocols for Loeal Computer Nelworks,” Proc, Com.
puter Networks ; Compeon 'S2; Sept. 20-23,1983; pp A 17-1206.

[19] Rubin, L: ‘T'TAn Approximate Time-Delay Analysis for Packet-
Switching Communications Networks,” [EEE Trans. on Communica-
tions; Vol. Com-24; No 2; l'cb. 1976; pp 210-221.

[20] Jaiswal. N.K.: Priorvity Quenes; Academic Press; NY; 196K

[21] Wintsch, S.: ‘Tl"Toward a National Research and Education Network,”
MOSAIC; Vol 20; No. 4; Winter 1989; pp 32-12.

27



